Fast empirical $pK_a$ prediction by Ewald summation
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Abstract

$pK_a$ calculations for macromolecules are normally performed by solving the Poisson–Boltzmann equation, accounting for the different dielectric constants of solvent and solute, as well as the ionic strength. Despite the large number of successful applications, there are some situations where the current algorithms are not suitable: (1) large scale, high-throughput analysis which requires calculations to be completed within a fraction of a second, e.g. when permanently monitoring $pK_a$ shifts during a molecular dynamics simulation; (2) prediction of $pK_a$s in periodic boundaries, e.g. when reconstructing entire protein crystal unit cells from PDB files, including the correct protonation patterns at experimental pH. Such in silico crystals are needed by ‘self-parameterizing’ molecular dynamics force fields like YASARA YAMBER, that optimize their parameters while energy-minimizing high-resolution protein crystals.

To address both problems, we define an empirical equation that expresses the $pK_a$ as a function of electrostatic potential, hydrogen bonds and accessible surface area. The electrostatic potential is evaluated by Ewald summation, which captures periodic crystal environments and the uncertainty in atom positions using Gaussian charge densities. The empirical proportionality constants are derived from 217 experimentally determined $pK_a$s, and despite its simplicity, this $pK_a$ calculation method reaches a high overall jack-knifed accuracy, and is fast enough to be used during a molecular dynamics simulation. A reliable null-model to judge $pK_a$ prediction accuracies is also presented.
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1. Introduction

The prediction of $pK_a$ values in proteins has made considerable progress over the last years [1,2]. The Poisson–Boltzmann equation (PBE) has become an important tool because it allows the calculation of the electrostatic potential in a heterogeneous solute–solvent system, taking into account dielectric boundaries and the ionic strength. Initial approaches to electrostatic calculations were based on rough approximations like spherical proteins [3]. The ability to solve the Poisson–Boltzmann equation for arbitrarily shaped proteins [4–6] cleared the path for a range of successful applications, such as studies of enzymatic activity [7], pH-dependent conformational changes [8] and protein stability [9–11]. These algorithms, however, are computationally expensive, and consequently led to the development of several simplified algorithms that avoid solving the PBE. Examples of these algorithms are the Debye–Hueckel approach [12] and the electrostatic screening functions [13,14].

$pK_a$ calculations have always focused on proteins in their physiological environment, matching the experimental determination of $pK_a$s, which is also done in solution using NMR spectroscopy. However, the quality of $pK_a$ calculations depends heavily on the availability of high resolution protein structures. NMR structures of sufficient resolution are often not available, and one is forced to predict solution $pK_a$s using X-ray structures. Much effort has been devoted to determining the regions of structural divergence, excluding residues involved in crystal contacts [15], optimizing X-ray structures [16] and incorporating information on protein flexibility [17].

1.1. The goal is $pK_a$ prediction in protein crystals

The approach presented here has been developed due to a lack of solutions for a problem that appears paradoxical, given...
the facts mentioned above: the prediction of pKₐ values in protein crystals. Because of the crystal packing interactions, these pKₐ values certain differ from those measured in solution. The reason for addressing this problem becomes clear in view of recent developments in force field research. Thanks to the virtually unlimited resources provided by distributed computing systems like Models@Home [18], it became feasible to use complete proteins instead of small molecules as optimization targets when fitting the force field parameters [19]. This was done by randomly changing force field parameters and running simulations on a series of protein structures to see if the parameter changes would be beneficial. Obviously, the protein structures in the optimization set should be as realistic as possible, otherwise the force field might memorize features that are just structural artifacts. This can be achieved by taking high resolution X-ray structures and reconstructing the entire unit cell, including water molecules, counter ions and all solute hydrogens. The correct placement of polar hydrogens is especially important, and in addition to optimizing the hydrogen-bond network [20], this requires the pKₐ values of all ionizable residues in the protein crystal and the pH at which the protein was crystallized. The force field parameters are then optimized in crystal space, so that all the interactions responsible for the experimentally observed structure can be considered, while converging at a force field like YAMBER [21]. Because crystal and solution environments obey the same laws of physics, the optimized force field can be used in both.

2. Ewald summation captures the periodic environment

Electrostatic calculations in periodic crystal systems are complicated by the infinite number of interactions. A clever way of making the problem tractable is Ewald summation [22], which allows the calculation of the potential due to the N particles in the unit cell and an infinite number of periodic replicas. The method combines a rapidly converging short-range term with a long-range component evaluated in reciprocal space [23]. If the reciprocal sum is calculated using a particle-mesh approximation, the resulting particle mesh Ewald (PME) algorithm [24] is considerably faster than the standard Ewald method. PME is part of almost every molecular dynamics program, and forms the basis for this work. However, we only use the reciprocal space portion, which provides the solution to Poisson’s equation with periodic boundaries, Gaussian charge distributions and a single dielectric constant. By ignoring the short-range term and the associated damping of the reciprocal space term at short-range, we essentially remove the long-range attribute from the reciprocal space term: it now covers all distance ranges equally, and differs from Coulomb’s law only by the use of Gaussian charge densities instead of localized point charges. Smeared-out Gaussians account for the uncertainty in atom positions (which also proved beneficial for the development of knowledge-based potentials [25]). Compared to the Poisson–Boltzmann equation, this approach however lacks two advantages: implicit counter ions and different dielectric constants for solvent and solute.

In an extensive optimization study, Demchuck and Wade [1] determined that the best dielectric constant for solvent exposed residues is close to the one of water (80), while the protein interior should be assigned a value in the range of 10–20. Since 20 differs from 80 only by a factor of 4, we hypothesized that a single global dielectric constant could suffice for accurate predictions, provided that some additional structural information was incorporated to account for the simplification.

3. The pKₐ can be approximated as a function of electrostatic potential, hydrogen bonds and accessible surface

Using simplified physical considerations and some modeler’s experience, we defined three rules of thumb for pKₐ prediction. The first and partly the second rule have also been mentioned in a recent analysis of carboxyl pKₐ values [26]:

- If an ionizable group is surrounded by negatively charged residues, corresponding to a negative electrostatic potential, protonation becomes easier, the pKₐ increases. Similarly, if there are positively charged residues around, the pKₐ decreases. As a first approximation, the pKₐ shift is thus assumed to be proportional to the electrostatic potential.
- If an ionizable group accepts hydrogen bonds, the space to place a proton is reduced, protonation becomes harder, and the pKₐ decreases. If after protonation, the group can donate a bond, protonation is favorable, the pKₐ increases.
- If a group accepts hydrogen bonds and is buried, the pKₐ is decreased even further, because the side-chain cannot facilitate protonation by moving to a different conformation where it does not receive hydrogen bonds. If a buried group can donate a hydrogen bond after protonation, the pKₐ increases, because there is no space for water molecules that could ease the energetic cost of two hydrogen-bond acceptors facing each other.

These three assumptions were fused into an empirical equation relating the pKₐ of a residue with the electrostatic potential, the number of hydrogen bonds and the accessible surface area:

\[
pKₐ = \text{Model } pKₐ + \sum_{\text{Ionizable atoms}} \left[ -A \times \text{EwaldE}_i + B \times \text{HB}_i \right] + \text{Sign(HBSum)} \times C \times \text{SurfaceLoss} \tag{1}
\]

In this equation, Model pKₐ is the standard pKₐ value of a certain residue type, EwaldE_i is the reciprocal space portion of the Ewald energy of a charge +1 at the location of the iᵗʰ ionizable atom in the residue (in kcal/mol), HB_i is the difference between (potentially) donated and accepted hydrogen bonds at the iᵗʰ atom, HBSum is the sum over all HB_i, and SurfaceLoss is the loss of accessible surface area of the side-chain with respect to a fully exposed state. A, B and C are empirical proportionality constants. The four unknown parameters Model pKₐ, A, B and C are globally optimized for each amino acid type so that the RMSD between predicted and
observed pKₐ values is minimal. More details about the equation can be found in Section 4.

The RMSD was chosen as optimization target because it is ideally suited for analyzing pKₐ prediction accuracy: one is not so much interested in the small shifts of isolated surface residues, but in the large shifts that significantly influence the protonation states and dominate the RMSD when mispredicted. As the main goal of this work is to develop a method for pKₐ prediction in protein crystals used in force field parameterization, all residues are equally important. No matter if a wrong protonation state is assigned to an active site residue or to a surface residue involved in crystal contacts – the influence on the optimized force field is equally bad. Hence the RMSD is calculated for all residues with experimentally determined pKₐ values, and our goal is to obtain a low overall RMSD.

When fitting the parameters to reproduce experimental pKₐ values, it is important to note that these pKₐ values were measured in solution. The Ewald energy in Eq. (1) must therefore also be calculated in a solution environment. This is achieved by placing an isolated protein in a very large cell, so that the periodic boundaries implied by the Ewald summation have no significant influence. Validation of prediction accuracies is thus also only possible in solution, since there is currently no experimental method to directly measure pKₐ values for lysines and tyrosines. Too few pKₐ values were used directly for pKₐ prediction in protein crystals, just like the same molecular dynamics force field parameters can be used to simulate proteins in solution and crystals.

4. Materials and methods

4.1. Datasets of experimental pKₐ values

A total of 227 experimentally measured pKₐ values were compiled for this study. They consisted of the Asp/Glu specific dataset collected by Forsyth et al. [26], from which we removed double occurrences of the same protein to prevent compromising the jack-knife test, and four cases where it was uncertain if the structure deposited in the PDB was close to the one used for the pKₐ measurements: CD2 because it undergoes domain swapping (see PDB IDs 1CDC and 1HNG), chymotrypsin inhibitor 2, because 19 important N-terminal residues were disordered in the structure, subunit C of F0F1-ATPase because its structure was determined in a chloroform–methanol mixture and HIV-1 protease/KNI-272 complex because there were no force field parameters available for the essential ligand. Then the histidine specific dataset from Edgcomb and Murphy [27] and our own previously described collection [15] were included, which added mainly pKₐ values for lysines and tyrosines. Too few pKₐ values of carboxyl-termini were available to be included in this analysis, which lead to slightly different RMSDs in Table 3 compared to our previous work [15].

4.2. Hydrogen-bond counting

The numbers of accepted and donated hydrogen bonds contributing to HBSum in Eq. (1) were determined after an optimization of the hydrogen-bond network with WHAT IF [20], which was previously shown to significantly improve pKₐ prediction accuracy [15]. A hydrogen bond was allowed to contribute to HBSum if the distance between the hydrogen and the acceptor was below 2.5 Å and donor and acceptor were separated by more than three covalent bonds. For carboxyl oxygens and histidine nitrogens that were not protonated in the optimized network, a (potentially) donated bond was counted if there was an acceptor separated by more than three bonds within 3.5 Å.

4.3. Calculation of the electrostatic potential

EwaldE in Eq. (1) was calculated using the PME algorithm [24] implemented in YASARA (available from http://www.YASARA.org, including the pKₐ prediction module described here). To avoid singularities and short-range noise, all calculations were done with the reciprocal part of the Ewald sum only, with a grid spacing < 1 Å, sixth order B-splines and a tolerance of 1e–5 for the direct space sum (which was used to determine the convergence parameter for the reciprocal sum). The simulation cell was 30 Å larger than the protein along each axis. Charges were assigned to all atoms based on the Amber 99 force field [28]. All ionizable groups were in their standard protonation states (i.e. D, E and H deprotonated, K and Y protonated), no iterations to sample different protonation patterns were done. For lysine and tyrosine, the potential was calculated at the protonated NZ and OH atoms, for histidine at the deprotonated NE2 atom, and for aspartate and glutamate at both deprotonated oxygens (for the latter two residues, the sum in Eq. (1) therefore runs over two atoms). As the histidine ring can flip, the NE2 atom was assigned based on the following rules: (1) if the histidine accepts a hydrogen bond, the acceptor is the NE2 atom. (2) If the histidine donates a bond, the other nitrogen is labeled NE2. (3) If neither the first nor the second is true, both nitrogens are temporarily protonated and the one with the higher electrostatic potential is assumed to be NE2. The resulting energies to be used in Eq. (1) typically fall in the range −100 to +100 kcal/mol, the common scaling factor 0.5 accounting for the bi-directionality of electrostatic interactions is omitted.

4.4. Accessibility calculations

The loss of accessible surface area was calculated by subtracting the side-chain accessibilities calculated with WHAT IF’s standard parameters [29] from the following values corresponding to a fully exposed state: Asp 34 Å², Glu 40 Å², Tyr 60 Å², His 51 Å², Lys 55 Å².

4.5. Performance details

The performance of the method was evaluated on a 3 GHz Pentium IV machine using a typical TIM barrel (PDB ID 5TIM chain A). Evaluation of the electrostatic potential with the PME algorithm [24] takes 0.25 s, followed by calculation of the accessible surface (0.10 s) and assignment of hydrogen bonds
Table 1

Prediction accuracy for 227 experimentally determined pK_a values

<table>
<thead>
<tr>
<th>Residue type</th>
<th>No.</th>
<th>Null-model</th>
<th>Ewald, three parameters</th>
<th>Ewald, four parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asp</td>
<td>83</td>
<td>0.948</td>
<td>0.739</td>
<td>0.710</td>
</tr>
<tr>
<td>Glu</td>
<td>81</td>
<td>0.717</td>
<td>0.673</td>
<td>0.678</td>
</tr>
<tr>
<td>His</td>
<td>35</td>
<td>1.563</td>
<td>1.636</td>
<td>1.592</td>
</tr>
<tr>
<td>Tyr</td>
<td>6</td>
<td>0.837</td>
<td>0.837</td>
<td>0.837</td>
</tr>
<tr>
<td>Lys</td>
<td>22</td>
<td>0.502</td>
<td>0.399</td>
<td>0.399</td>
</tr>
<tr>
<td>All</td>
<td>227</td>
<td>0.965</td>
<td>0.899</td>
<td>0.879</td>
</tr>
</tbody>
</table>

The second column lists the number of predictions per residue type. The RMSDs obtained with the optimized null-model are shown in the third column. The fourth column lists the results obtained if only three parameters are used (parameter C in Eq. (1) set to zero). Only six tyrosine residues were present, which was not enough to reliably fit more than one parameter (the model pK_a). RMSDs for tyrosine are therefore identical in all cases. For the 22 lysine residues, only three parameters could be fit, giving the same results in the fourth and fifth column.

(0.004 s), summing up to 0.354 s in total. For comparison, one step of a 5TIM molecular dynamics simulation (29 000 atoms including water, simulation parameters as described previously [21]) takes 0.63 s. Hence it costs only ~2% performance to monitor all pK_a values ever 25th simulation step.

The pK_a predictions together with the user-specified pH can then be used to reassign the protonation states, or preferably (since the influence on the simulation is smaller) to assign new target values for the fractional protonation λ, which defines a mixture of force field parameters for the protonated and deprotonated states [30].

5. Results and discussion

To evaluate the accuracy of the Ewald summation approach, pK_a predictions were made for 227 aspartate, glutamate, histidine, lysine and tyrosine residues in a set of 27 structures. For the remaining ionizable side-chain types, we did not have enough experimental data to fit the parameters in Eq. (1).

The RMSDs of the predicted pK_a values from the experimental ones are listed in Table 1. All RMSDs, including water, simulation parameters as described previously [21]) takes 0.63 s. Hence it costs only ~2% performance to monitor all pK_a values ever 25th simulation step.

The pK_a predictions together with the user-specified pH can then be used to reassign the protonation states, or preferably (since the influence on the simulation is smaller) to assign new target values for the fractional protonation λ, which defines a mixture of force field parameters for the protonated and deprotonated states [30].

One important question is whether or not a pK_a prediction method performs better than the null-model, which trivially assumes a constant pK_a value for all residues of a certain type, and can be surprisingly difficult to beat [15]. As can be seen from Table 1, our empirical equation gives better overall results (0.879) than the null-model (0.965). The best results are achieved for aspartate (0.71 compared to 0.95), while histidine turns out to be the most difficult residue (1.59 compared to 1.56).

It has been noted before that there is virtually no correlation between accessible surface area and pK_a shift [26,27]. Indeed, the surface term of our equation makes the weakest contribution and can be left out without significantly compromising the accuracy. This is shown in the fourth column of Table 1 (overall RMSD 0.899).

To estimate the relative importance of the Ewald- and hydrogen-bonding terms, we also tested a reduced model considering only the two parameters ‘model pK_a’ and ‘hydrogen bonding’. The resulting RMSD of 0.935 was roughly half-way between the null-model (0.965 in Table 1) and the three parameter model (0.899), indicating that Ewald energy and hydrogen bonding contribute about equally to the prediction.

Table 2 lists three different parameter sets: the null-model alone, the parameters for Eq. (1) without the surface term (C set to zero), and the parameters for the complete Eq. (1). It can be seen that without the surface term, parameters have a clear physical meaning. For example, accepting a hydrogen bond lowers the pK_a of aspartate by 0.3 units, and the one of glutamate by 0.17 units. This matches the previous finding that pK_a values of glutamates are less influenced by hydrogen bonds [26]. One simple explanation might be that the glutamate side-chain is more flexible, so rather than being protonated while accepting hydrogen bonds, it adapts a different conformation.

As soon as the surface term is included, we find parameter dependencies that make a physical interpretation hardly fruitful (e.g. the sign of one parameter changes unexpectedly, while another one compensates). This finding does not indicate that desolvation effects are unimportant, it just shows that either the surface term cannot truly capture their physical basis, or that the number of residues with significant desolvation effects is small. Nevertheless, the surface term passed the Jack-knife test, indicating that the increase of accuracy is not just due to the additional optimization parameter, but that there is indeed a small signal present.

Comparison of these results with other prediction methods is difficult, because they are very dataset dependent (e.g. the relatively high RMSD for aspartate is mainly caused by Asp-26

Table 2

Empirical parameters for pK_a prediction

<table>
<thead>
<tr>
<th>Residue type</th>
<th>Model-1 A</th>
<th>Model-3 A</th>
<th>A</th>
<th>B</th>
<th>Model-4 A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asp</td>
<td>3.220</td>
<td>3.280</td>
<td>0.00264</td>
<td>0.3032</td>
<td>3.270</td>
<td>0.00254</td>
<td>0.4725</td>
</tr>
<tr>
<td>Glu</td>
<td>4.090</td>
<td>3.949</td>
<td>0.00209</td>
<td>0.1670</td>
<td>3.904</td>
<td>0.00224</td>
<td>0.2883</td>
</tr>
<tr>
<td>His</td>
<td>6.200</td>
<td>5.942</td>
<td>0.01112</td>
<td>0.7447</td>
<td>5.871</td>
<td>0.01002</td>
<td>–1.1772</td>
</tr>
<tr>
<td>Tyr</td>
<td>10.800</td>
<td>10.800</td>
<td>–</td>
<td>–</td>
<td>10.800</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Lys</td>
<td>10.760</td>
<td>10.938</td>
<td>0.00408</td>
<td>0.9024</td>
<td>10.941</td>
<td>0.00424</td>
<td>–0.0042</td>
</tr>
</tbody>
</table>

The table shows three different sets with an increasing number of parameters. In the first case, only the model pK_a is optimized, resulting in the null-model (pK_a values in column 2). If additionally the electrostatic potential and the hydrogen bonds are considered, three parameters are required (columns 3–5). Inclusion of the surface term requires four parameters (columns 6–9). A, B and C are the parameters used in Eq. (1). The lack of data for tyrosin allowed to fit just one parameter, the model pK_a.
Comparison of pK_a prediction accuracy for four different methods

<table>
<thead>
<tr>
<th>Residue type</th>
<th>No.</th>
<th>Null-model</th>
<th>Ewald, three parameters</th>
<th>Ewald, four parameters</th>
<th>Poisson–Boltzmann</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asp</td>
<td>45</td>
<td>0.847</td>
<td>0.592</td>
<td>0.573</td>
<td>0.733</td>
</tr>
<tr>
<td>Glu</td>
<td>41</td>
<td>0.802</td>
<td>0.777</td>
<td>0.788</td>
<td>0.970</td>
</tr>
<tr>
<td>His</td>
<td>8</td>
<td>1.591</td>
<td>1.318</td>
<td>1.206</td>
<td>1.588</td>
</tr>
<tr>
<td>Tyr</td>
<td>6</td>
<td>0.837</td>
<td>0.837</td>
<td>0.837</td>
<td>0.972</td>
</tr>
<tr>
<td>Lys</td>
<td>22</td>
<td>0.502</td>
<td>0.399</td>
<td>0.399</td>
<td>0.533</td>
</tr>
<tr>
<td>All</td>
<td>122</td>
<td>0.853</td>
<td>0.714</td>
<td>0.699</td>
<td>0.882</td>
</tr>
</tbody>
</table>

The null-model (column 3), the empirical equation described here, without (column 4) and with (column 5) the surface term, and finally the Poisson–Boltzmann equation based approach described previously [15]. Listed is the RMSD between predicted and experimentally measured pK_a.

In Thioredoxin, with a predicted pK_a of 3.5 and a measured pK_a of 8.1 [31]). We therefore calculated RMSDs for a subset of residues, matching the dataset used in our previous analysis based on the Poisson–Boltzmann equation [15], which compared favorably to other commonly used pK_a calculation methods. Table 3 shows that the empirical approach works surprisingly well, giving lower RMSDs in all cases. The optimized null-model also performs better than expected.

While the focus in this work is on accurate pK_a prediction for all residues, catalytic active site residues are often the most interesting ones. Based on the articles describing the 27 proteins used here, 20 catalytic aspartates, glutamates and histidines could be identified. Not surprisingly, prediction accuracy is worse (1.36 pK_a units RMSD) but still compares well to the optimal null-model (1.51). The same holds for the comparison to the Poisson–Boltzmann method in the common subset (1.46–1.61 units RMSD).

6. Conclusions

While the initial motivation for this work was the need to predict pK_a values in protein crystals, we ended up with two interesting findings.

First, our empirical approach based on a global dielectric constant and hydrogen bond counting resulted in a lower RMSD than the PBE based method. Partly, this can be attributed to the parameter fitting procedure, which allows us to find optimum values for variables that are difficult to determine, both theoretically and experimentally. PBE calculations also provide room for improvement by parameter optimization. This has already been shown for the dielectric constants [1] and the hydrogen-bonding network [15], while the next obvious candidates are the model pK_a values. These are crucial parameters, and estimating them from compounds that only resemble amino acids carries the inherent danger of a systematic error. No physical meaning is lost if they are optimized instead. Another important reason for the lower RMSD is fewer mispredictions. Due to its quadratic nature, the RMSD is dominated by the large mispredictions. We found that the PBE method occasionally predicts large pK_a shifts that are not observed experimentally. While it is sometimes suggested that pK_a prediction should only look at residues that exhibit large shifts and not bother about the rest, this finding shows that all residues are important: a lot can be learned from analyzing why theory predicts a shift if none is found experimentally.

Second, the null-model is still hard to beat, as long as it is optimized and not assumed to be equal to pK_a values of model compounds used in PBE calculations. For example, the optimum null-model pK_a for aspartate is 3.22 (Table 2). This differs by ~0.8 pK_a units from the value used in PBE calculations [15]. When comparing prediction accuracies with the null-model, it is essential to use the optimized values, so that the null-model gets a fair chance, since results obtained with the classic null-model [15] are much worse (1.069 instead of 0.853 pK_a units RMSD in Table 3).

As a conclusion, pK_a prediction remains a difficult topic, hampered by uncertainties in the experimental data and the underlying protein structures. It is likely that even a perfect method would still be facing unexplainable outliers and a lot of noise, making it hard to objectively decide between competing theories. Even though our approach can in principle not reproduce titration curves of tightly coupled residues, its focus on high overall accuracy for real-life residue distributions and support for periodic boundaries and non-orthorhombic cells makes it well suited for the intended purpose: the rapid large scale prediction of pK_a values and assignment of protonation states in force field parameterization, molecular dynamics simulations and homology model refinement.
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